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brought to bear on the problem . It is one way of representing a complex problem

L 

in a manageable form . Each system in the network represent s som e important

act ivity or subsystem which the operator must control . By identifying what these

component systems are and how they interrelat e, the discrete control model is

constructed, and network representation follows as a natural by product.

Several simplifications were used in the analysis of the antiaircraft

art illery system which is discussed in the remaining chapters of the report.

First , all output assignment functiai s were assum ed to be of the form

A 1 : C~ _,C~

- 
where C~ is the kth order cartesian product of Ci. The function A 1 simply

L. produced multiple copies of the stat e, one for each output channel. It is also

clear from the structure of A 1 that output alphabets and state spaces were assum ed

- 
to be identical. In summary then, component system states were communicated

to the required systems and no simplificat ion was provid ed through use of an

output assignment function . This simplifies programming for dat a analysis , but

it does create some data analysis problems which will be discussed later.

: 1  1..
D . Some Comm ents About Modelling Strat egy

The main effort in discrete control modelling is spent in constructing L

• - the network. Once the network is obtained data analysis and similar probl ems

can proceed in a fair~r mechanical way, but the analysis must start with the

network and the success or failure of the zmdelling effort depend s to som e degree

29
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on the care which goes Into the specificat ion of the structure. A few comment s

about the overall process of discrete control modelling are provided below.

The first step is to determine all of the discret e outputs which the system

is required to specify. These normally are the specific decision alteruatives

which the operators can select from and typical l y include item s like switch

settings and other discret e status indicators. Such items generally can be h

obta ined from a detailed analysis of the system which the operators control.

In som e cases it may not be necessary or desirable to work at the level of

Individual switches in which case the analyst must define the proper level and

specify in unambiguous terms exactly what the output primitives are to be. The

individual Item s Identified in this phase of the analysis determ ine the system output

alphabet .

The second step is to identify the exogenous input variables which in

som e sense drive the system. These might includ e things like target trajectories

or command info rmation from other systems. Some of this information will

probably be in the form of continuous variables in which case rules for inter-

preting such data in events format must be defined. This step corresponds to

some type of feature extraction through which the essential inform ation classes

are extracted from the data. For example, ta rgets might be classed as ma-

neuvering or nonmaneuvering as a function of their time behavior. In essence

the task is to abstract ~~it a small number of information classes which can

then be used for discrete control analysis.

30
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At the same t ime other nonexogenous continuous information such as

tracking errors must be represented in events format . There are no preset

procedures for accomplishing this  but rules specifically designed to match the

problem context must be defined. 1’his in general isn ’t too difficult to accom plish.

The next step requires th at  the elements to be used in the network be

defined. It is important to note that , for purposes of data analysis , the state of

any system defined must be computable from available information . That is , dat a

analysis can not proceed if the state ot’ one or more systems in the network cannot

be uniquely specified. With this coast m int in mind, the process of defining the

required or desired systems proceed s in several states wh ich are often pat-

tern ed after a level of abstraction hierar chy .  First level systems (componenisl

are one level of abstraction awa from the pr imit iv e  data items and t hey consist of

• fairly independent subsystems. These can be established on functional ground s or

for purposes of forming aggregate’ information about the pr imit ives .  Second level

systems are formed in a similar manner from th1’ primitives and the first  level

systems. These can be formed to provide coordination of the lower level activit ies

and functions , or they can again simply be an aggregation. This procedure of sub-

system definition continues until no fu rther systems arc needed. The key point

is that the states of all system s at each level must be determined from simpl e

logical operations on systems previously defined . Once the component system s

have been defined the graph G described in sect ion C must be defined. This is

probably best accomplished in two steps because two kinds of information generally
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flow through the system network. In some cases the state of a given system is

said to directly constrain the states which another system can occupy whereas in

other situat ions the inform ation that flows to a system only influences the decisions

which specify the stat e. The two networks should be considered separately. The

graph of the first type , the constraint network , should be constructed and the

constraints themselves identified. After  this has been accomplished the various

systems which are decision loc i are clearl y identifiable and the decision influence

network can be estab lishLd .

It should be noted that in generu l the decision influence or conditioning

network is quite speculative. One can conjecture as t o what information might

be need ed to make a specific decision , but the final network usually must wait

for experimentation with the availabl e data.

When the above steps have been complet ed the model structure is defined

and data analysis can proceed . Analysis also requires two major stages.

Preprocessing transforms the available data into an events ~l :it a base suitable

for use in the analysis programs. It may be desirable to use two phases of

preprocessing. The first put s the primitive dat a into event s form and the

second computes the component system states (I. e.,systems used in the ~wtwork

mentioned previously) from the primitive events data. The component systems

state information is also represented In events form at . If the network is fixed

in terms of the component system s and their  state definition rules , then the

two phases mentioned above can be combined. Clearly, preprocessing must
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be problem specific and the programs necessary for its accomplishment must
4

be written for each problem.

The analysis phase forms estim ates of the stat e transition functions of

the component systems. The form assumed Is that of equat ion (17), although (18)
A.

can also be used . As mentioned above, all output alphabets are assumed t o be

A. the same as the corresponding state space. This is a simplification which can

be very easily modifi ed. The analysis program produces the following as

output: transition probability estimates, time in state Inform ation including,

as anoption , several time in state histograms. The analysis program details

are summarized in A ppendix 5.

Understanding discrete control modelling probably requ ires an example.

1. The remainder of this report consists of such an exampl e in the form of the

discrete control H experiment. A description of the experiment and the data

base is provided in the next chapter . Modelling and results then follow.

1 ~~~
•
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CHAPTER a

THE DISCRET E CONTROL II EXPER IMENT

Discrete control II refers to an experiment conducted by personnel at the

A erospace Medical Research Laboratory, Wright Patterson Air Force Da~~ to

support in part the research report ed here. AMRL had primary responsibility

for the design and execution of the experiment, but the basic data requirements

were defined by the needs of this research.

The design of the experiment was based in part upon knowledge and insights

gained from the pilot study performed dur ing 1976- 1977 and report ed in the

annual report of work ftmnded through Gran t No. A FOSR-77-3152 , (Miller , 1977).

Discrete control II was a much mn. re extensive and ambitious experim ental

exercise and has generally provid ed a much more comprehensive and usable

data base.

A br ief rev iew of the experiment and a deta iled d iscuss ion of the modell ing

and analysis ai. e presented in this section . More detailed descriptions of the

hardware and the experiment can be obtained from A M R L ,

A . Description of the System

The system which served as the focus of the study was a man—in — the—

loop simulation of an anti—aircraf t  artillery (AAA) installation. This syst em

consisted of a mock-up of the operators ’ consoles, incl uding the major controls,

switches, and displays; plus the computing equipment required to drive the di s—

plays, record data and generall y simulate the AAA system and i ts

~34



fl~ 
-

~~~~ 

-

~~~~

L

L environment. This particular simulator required a three ptwson team

consisting of a range tracker , an :ingle tracker and a commander . i~ block

diagram illustrating the relationships between major system components Is

given in figure 3. 1. Basically the system consists of two opt ical sight ing

system s (left optics, right optics), a radar system with separate display s for

- 
the angle operator and range operator , a gun servo system which positions the

guns as a function of tracking command s, and a lead angle computer. •Fhere are

I - 
also a va riety of switches and controls devices used to control and coordinate

the activities of the system. A list of controls and displays is given in

- Table 3. 1 throug h 1. 3.

No one would claim that the simulator was a r ea l i s t i c  repres entation of

an AAA installat ion, but It did have a number of unique and I ut cr est tug t eat ur es.

First , target s could be found and tracked using either optical informat ion

(presented via a television system ) or a s imulated radar return . Second , the

tracking and fire control systems could be operated in a variety i~lt~

selectable by the Learn of operators. These will be discussed more fully la t er

- In the report. Third, simulated tracer feedback Information was avai l ab le

through the optical display system.

- Some of the major limiLations (in term s of discret e cont rot m~xlell in g

at least ) were the following. First , only one target could be d isp l~iv~ 1 at any

time so that the subjects could not be required to pick the most import ant

target from several available . S~eond, the simulator wa s f ixed based so tha t

certain operating modes which would not generally be used in a real ss t em
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Table 3, 1

Commander’ s Controls and Displays

Ii
Item Function

f A m m u n ition Counters Read out of Ammunition Remaining

- Firing Lamp Indicates Trigger Depressed

Data Ready Lamp Indicates Fire Contro l Computer has
Reached a Solution

- 

U pper Gun Switch Enables Upper Guns To Fire

1. Lower Gun Switch Enables Lower Guns To Fire

Zero Degree Lead

I Enable Switch Enables Tracking Without Fire Control
• Solution

I Lead Enable Switch Enables Fire Control Computer To
- • Cont rol Lead Angle

I Computer Shunt A llows Guns To Be Fired Without
Fire Control Computer Solution

I

I.”
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Table 3. 2

Angle Operator ’s Con tr ols and Display s

Item Function

Magnification Selects 2x or 6x magnificat ion for
optical sighting system

Filters Selects one of three filters for optical
sighting system

Optics Left/Right Used to select left or right sight

Trigger Used to fire guns

Data Lamp Indicates fire control computer solut ion

Elevation Indicator Indicates ant enna elevation

PPI Scope Displays radar azimuth and elevation
return

15/20 Switch Selects 0—15 or 5—20 slant range

Circular Sweep Switch Selects Circular Sweep Search Mode

Sector Switch Selects Sector Search Mod e

Fast/Slow Switch Selects Fast or Slow Circular Sweep

38



The fifth and highest level in the hierarchy Is the management “command

level. This level contains one system , the tactics system . This system is the

locus of information and decision concerning basic modes of operation. The

tactics system , system 13 In the list In AppendIx 2 , has five stat es:

1. normal Mode 1,

2. normal Mode 2 ,

3. Mode 4 ,

4. emergency Mode 1, and

5. emergency Mode 2.

Mode 1 refer s to full automatic operation during tracking. That Is , azimuth ,

elevation and range tracking data are all under full automatic control once the

auto track mode (settling or valid data states of the engagement status system)

is entered. The guns are directed by data from the lead angle computer in this

mode . In Mode 2 , only range data is placed under automatic control when the

auto track mode Is entered. Angle data is produced by manual tracking. The

guns , however , are directed by the lead angle computer.

The emergency designation refers to fire control rather than tracking.

In the emergency modes the computer shunt is turned on so that the guns can be

fired whether or not the lead angle computer has reached a solution.

Mode 4 operatIon is a full manual mode In which the radar system Is not

used and the gun drive mechanism is slaved to the angle tracking output.  This

mode Is functional only if the angle track controls are In the rate mode ~~t ate 41.
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I
Furthermore, the only display which produces meaning ful data in this case is the

righ t optical system.

The state of the tactics system determines how the activities of the

major functional systems will be carried out once the engagement status reaches

the settling and valid data states. Further , it determines whether the guns can

be fired prior to the valid data state . Finally , if mode 4 is selected the normal

constraints imposed by the engagement states system are overridden but

addi tional constraints must be imposed on component level sys tems if the s’ -- t e r n  
- 

-
is to function properly .

The systems which compose the five levels in the level ~ is

decomposition have now been described. Decomposition by syste - -

discussed in the next section.

B. 3 Decomposition by System Type

The only addit ional systems which must be defined are the interface or

information feedback systems. There are four such systems:

1. tracking per formanc e ,

2. system performance ,

3. ammunition balance , and

4. mission status.
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The tracking perform ance system provides f eedback about the quality

of tracking. It is hierarchically d efined In the sense that angle tracking errors

are deemed more import ant than range track errors. The states of the system

are:

1. No target on any display;

2. A ngles locked ;

3. A ngles OK, range locked ; and

4. Track OK.

No target on any displ ay can occur if the tracking error is very la rge, or If

there is no target to track. Angles locked is any case in which azimuth or

elevation error is sufficiently large that the automatic tracking system cannot

function. Range locked is a similar condition for range tracking error . The

stat e assignment rules are given by variable 14, Appendix 2.

The system performance feedback system attem pts to capture som e

information about overall system performance. The states of this system are:

1. No data ,

2. Off targ et , and

3. On target .

The state assignment rules are given in it em 16, A ppendix 2. As designed this

measure is a very local measure of system performance. It would be desirable

to have a more global measure, but implementation problem s prevented the

use of such var iables during this analysis. This system does however provide

66 
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inform ation about t ime on target , time off target and similar data. Clearly ,

if one or more major functional syst ems is not performing adequatel y, system

performance state 3 will not be occupied.

The ammunitim balance system determines the relative number of rounds

in the upper and lower magazines. State assignment rules are given in

AppendLx 3. In the absence of other information this dat a can be used to manage

the use of ammunition resources.

The mission status system is used to assess overall ammunition resources

with respect to the requirements of the remaining portion of the mission.

The state assignment rules for this system are defined in Append ix 3. The

states are:

1. MissIon less than 5O~T complet e, ammunition use high .

2. Mission less than 5~~ complete, ammunition use ON.

3. Mission between 5O’~ and S~~ complete, ammun iti on use high.

4. Mission between 5O~ and SO~’ coniplett ’, ammunition use OF~.

5. MissIon more than 8O”~ com plet e, ~unm unit ioti use high.

6. Mission more than 8O~ complet e, ammun it ion use ON.

The state of this system establishes whether or not special ammunition control

(I . e. ,special concern with firing cont rol) Is needed if the mission Is to be

complet ed without depletion of resources.

These fou r system s provid e the several systems in th~ discrete

control hierarchy with information about local and global performance. This
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Information, particularly any change in state, is used in part to determine if

control actions are required .

All of the systems used in the discrete control model have now been ident ified .

Further description in terms of those systems which are decision controlled and

those which are exogenous event controlled lies at the very heart of the modelling.

This discussion is presented in Section 4D. But, before developing the details

of the model more fully, a set of block diagram representations is present ed to

better show the level s of abstraction used in the previous decomposition and to

illustrate the relationships between system components.

C. Some Block Diagram Representations of the System

Sever al block diagrams which help explain signal flows through the

system are presented in this section. These diagrams , although not essential

to the understanding of the discrete control modelling , help Identify the several

levels of abstraction which were used to decompose the system. Generally speak-

ing, these block diagrams help one understand the structure of the physical system

but they do not help much with the decision making aspects of the discrete control

model.

FIgure 3. 1 which was used in Chapter 3 to display the multitude of

switches and controls available to the team members is the most detailed dia-

gram of interest. This diagram roughly corresponds to the primitive component

level and it clearly shows the many interconnect ion graph s which can be formed

using the complete set of components and other system elements.
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Relatively speaking , the diagram is not very abstract  and it real is t ical ly  describes

possible signa l flows. It does not however provide much insigh t into the decision

problems faced by the team members.

The second level of abstraction is the system component leve l .  Here

the level of information is roughly the same as the primitive component level.

but many of the details of specific signal paths have been suppressed . In stead

of specific switches, system modules are not ed. Figure 4. 2 is such a diagram .

Clearly, a simpler, less cluttered view of the system structure is prov ided

without much loss of information. The main orientation remains however at

the level of hardware and physical signal fl ow .

The third level , the functional systems level suppresses almost all

specific detail. The required diagram Is shown in Figure 4. 3. ‘l’hi s diagram

is obtained from 4. 2 by grouping elements by funct ion. The result Is a very

simple representation of interdependency among syst ems. No longer is it t rue

that the diagram displays physical system flows. This is a more abstract

representation from which one can infer sonic informatin about performance

dependences. In terms of the discrete control model this level of abstraction

Is at the bound ary wh ich separates detailed physical descriptions, including

switch settings and specific disp lay u t i l iza t ions , fro m the niort ’ macroscopic

decision problems faced by the team members. In essence, Figure 4. 3 shows

what major systems the team must keep operating in some coordinat ed fashion.
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T)~ final diagram, Figure 4 .4, is a descript ion of the interrelationships

between some of the upper level system elements and the feedback elements. The

diagram is not really a signal flow diagram but instead it simply illustrates

som e possible dependencies . For example, syst em performance depends on

functional system performance; tactics depend on mission status and target

state and so on. This diagram is at best a sketch of how knowl edge of the

system and its performance might be organized .

These diagrams convey in a fairly inform al way som e of the thinking

that went int o the decomposition of the AAA system . The basic idea is that

decisions made by the team members vary in the level of their signif icance.

Some, such as tactics, probably have some impact throughout the system. Some,

such as resource management and fir ing policy decisions, determine overall

mission success or failure. To mak e these decisions, a fairly abstract and

broad view of the system is required . Other decisions, selecting the clear

filter for the optical sighting system for example, probably will not greatly

Influence overall system performance very much. This is not to say that such

a decision could not impact on performance in som e cases, but rather that such a

decision is mad e based on much more local and specific information .

In summary then, each decision or decision class requires som e

system context. Some require a fairly localized perspective, som e a fairly

abstract global perspective. The task now is to clearly define the st ructure of

the discrete control model.
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D. The Control/Coordinatio n Network

Thirty-nine simple systems were defined during the process of decomposing

the AAA system. These systems are the nodes in the network which is the

discrete control model. This structure organizes the available knowledge about

the AAA system and the discrete control tasks required for its operation. The

objective in this section is to display this network and examine some of its

properties.

Althou gh thirty-nine is a fairl y large number of system element s to

consider in a model of this type , each system is quite simple. No system has

more than seven states and most have only two or three. Furthermore ,

it will be argued that the states occupied by these systems at any point in time

are controlled by a fairly small number of decisions .

It also must be noted that the state assignment rules described in

-; A ppendices 1, 2, and 3 are those used for data analysis. They are bottom up

rules in that upper level system state values are comput ed from lower level

systems and from primitive data it ems. The model is more top down and

~eterarchical in concept with key decision points distributed throughout . This means

that eventhough the dat a available are at the bottom level, the explanation of that

data In terms of discret e control decisions proceed s generally from higher

level , more global , decision s to the lower level systems representing specific

switch set t ings.
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[ Two types of informat fun must  flow thr ough the network. First , con-

straint infur  mat ion or direct control information and seco nd , conditio ning or

I influence inform ati on.  The first  type is sa Id to actually cause specific state

I 
trans itions to occur in other s\’ stL .ms Such transi t  ions can hc deterministic

in that a specific stat e is occupied after th e  tran sit ion, or th~’v can be non—

[ deterministic in which ~~ the new state is required onl y to be a nieinber

of a specific set. Conditioning information on the oilier hand does not directly

constrain behaviors . fl~ither , It provides in formation to a given system about

I the state of other systenis and this In format ion may  In fluence sta te t ransi t ion s

in the system receiving the information . Any state transit iL~u~; which take p la ce

• in this ease are the result of a discret e control decision and this decision is

¶ based in part on the condit ioning information in force at the t ime.

- 
Several systems are controlled both by external system s and by internal

• decisions, depending on the situation. In specific situations this type of system ’s

F 

actions may be constraint~l or controlled by som e other system In wh ich case it

Is di rect ly controlled . But , in other cases such constraints are relax ed and the

behaviors of the system under question are decision controll ed . This Is one of

I the mechanisms by which overall coordination of th e system is achieved and It

I ~ a I so a reason for St ructu ring the system In a hierarchical fashion.

Ft~ure f . -~ is t network di - t ~~i - .un wh f ~ h shows the information sources and

q~~~ r .e . - i  tn~ ~~~ -i - -I ’ M In th e ~ ‘ntrol ‘of m a t  i~ n network . The arcs (l inks) in this

- ~~~ I~~~~ ,~~Pd ~f s c ‘ ‘ -  i ,un i ~- m t I ~ > , 1 ~h i , m m i , I s  t h r nigh which the st at e

- — - - --
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of the  originating n~x1e is mad e known to the I t L e t  v i  a’, mied e. The si :Itc t ransi t ions

which occur, or which arc enabled to ~~ui . , in the receiving s stem are functions

of the stat e of the originating sv St em.

• - A ppendix 4 contains state t ransit Ion graphs for each svst em in he net work.

Those graphs clearl y show the eomis t r a in t s  imposed as a function of the  st at e

of the Input Information.

• Several other import ant properti es of the discret e control iii odd can be

inferred from the coordination “control  net work and the corresponding Lr:uis it hm

graphs. I ’i r st  of all , any system f~q~ which ill m ax imum t esolution n~~lcs ~ont :iin

sing le states is comp letely cont rolled by external sources . These systems for th e

most part a re the lower level pr imit ive components . ‘l’he second class of system s

is that for which one or more max imum resolution nodes is a set of stat es. Such

systems are, at least under some circumsi ances , partly deL’ision controlled .

The third major class of systems, which w ith one exception do not appear on

Figure 4. .1, is event controlled systems . ‘I hese are the Information and feedback

L systems which Interfac e the f ini te  stute systems with the various sources of

continuous data. Lists of all three system classes are given in Tabl e 4. 1.

Of the systems cont rolled by decisions , several are ef f e ct ive l y  controlled

by external deci~ otis in the  sense th at only in specific cases , usua l l y  dependent

on the tactics state , are they decision controlled. These systems, seven in

number , are not ed by aster isks in Table 4. 4. 1~ive ot these; mode switch ,

automatic ci rcu lar scan, antenna horn swit cli, O~ lead enable , t im id I e:id t ’nabl e,

_ _  -_ _
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come under decision control only in cases in which their stat e is of no con-

sequence. Generally, no state change would be m ade and these systems would

remain In the stat e occupied prior to the occurence of the event which placed

them under decision control . The computer shunt is under decision cont rol only

when the tactics system is in stat e number three. In this situat ion the

firing system cannot be operat ed unless the operator places the shunt In the on

state (stat e 1). Hence, the computer shunt in actuality is constrained to be in

state one if the system is to operat e in these circumstances. The seventh

system listed, the coolant system, is under decision control only when the fire

control network is in state one, the locked state. The coolant state will not

influence system performance until the fire control network is unlocked, and En

that case coolant is controlled from t he fi re control network. -

‘

If the above systems are removed from the list , eleven systems remain

in the decision control led column. These can easily be partitioned in term s of

importance.

The tactics system obviously a key element. It interacts with ten

other systems and it is the key element in establishing the system configuration.

Engagem ent status is also a key element and it provides informat ion to five

systems. The angle track system, fire control network, gun servo enabl ing

network and firing system follow in term s of Impact on system configuration

and overall performance. The remaining systems, although important , provide

alternative means of accomplishing the sam e tasks and they probably have, a
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lesser impact on total system performance. The decisIon flexibility in the

radar antenna drive, for example, is In establishing the specific mod e of

autom atic search. The major activity would be defined at a higher level .

Some general observations about system coordination can be mad e at

this point. The coordination problem faced by the AAA team members might

be defined roughly as follows: to direct each major subsystem Into the proper

state for each phase of an engagement. What is deemed the proper state will

depend on the mission status, resources availabl e and the characteristics of

the target.

The network described above clearly illustrates a number of coordination

activities. Specifically, the selection of the tactics state defines som e major

parameters which determine the configuration of the system and also the way

In which the tracking phase of an engagement is to be carried out.  For example ,

if the tactics system is placed in state three , the system is greatly s impl i f ied  and

the angle operator is responsible for manually finding and tracking any targets.

The radar system, range tracking system, computer and most of the displays

are of no interest. The communication of tactics information to the appropriate

system elements then defines the set of states which those element s can use

and thereby constrains behaviors to be consistent with the objective as defined

by the tactics system . This enabling/disabling is clearly apparent in the diagrams

given in AppendLx 4.
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The second point which should be mad e about coordination conc erns the

engagement status system. Whereas tactics determines the basic system structure

and establishes what activities take place, engagement status provides the

vehicle for coord inat ing the t ime phasing of these activities. In rough term s,

the engagement state defines what each system should be engaged in at a given

time. Engagement status Is the system through which the focus of control changes

as the engagement evolves. During the search phase the focus Is In the angle

track system and associated subsystems. The status of all other systems is

of very little concern during this time. During manual track the focus includes

the angle and range tracking systems. During the settling phase, the focus of

control is switching from the tracking systems to the gun directing systems and

fire control networks. Once the val id data state Is reached the focus is in the

fire control network and firing systems. During this phase the other system

component s are involved primarily in monitoring activities, trying to det ermine

whether or not perform ance is satisfactory.

The heterarchical nature of the system is quit e clear given the above

perspective. Tactics sets some major constraints and unless a change is

need ed control flows to engagement status wh ich in some sense directs control

at the appropriate time to the tracking systems, gun directing, and fire control

systems. A given system retains cont rol until its task is complete or a lower

or high level system intervenes and takes control for som e reason. When a

4
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J given system is the focus of control , the variuus subsystems which define it

are active. The states of these subsystems are manipulated to accomplish

the t ask. When a syst em is not the focus of cont rol, its subsystems are much

less act ive and generally exhibit no state change behaviors.

- Errors and mistakes can also be described in term s of this network. The

- above discussion is based on the assumpt ion that the operator or operators

responsible for a specific activity were in fact prepared to carry it out. If

- control is given to a particular system and the operator whom this system

represents in the specific situation fails to perform, he in essence has failed

I .  to accept control. This presum ably would be detected and corrected at some

- 
- 

- point, but it certainly represents a deviation from the design condit ion and from

standard proc edure.

A second possible source of error exists in the class of systems which

were called effectively decision controlled (those m arked with an asterisk in

Table 4. 4). Most of these systems have a nominal or preferred state and if

for any reason the system state Is changed during a period in wh ich it is

- 
- inactive, this might not be immediately detected when the system next becomes

active. The operators would have to detect a prob lem and dIagnose the source

before making corrections and if the system causing the problem happens to

be one whose st at e is seldom changed, this could take some time.

In summary then , the coordInation/control network shown in Figure 4. 4,

together with the state transit ion diagrams in A ppendix 4, defi ne the architecture
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or organization of the discrete control system. They define what information

flows through the system, how activities and behaviors are enabled and disabled

and they show how the focus of control is passed from one major system element

to another . Furthermore, possible sources of error can be ident ified . These

include the fa ilure of an operator to accept control when it is passed to him and

failure to detect an Improper system state.

The discussion so far has referred only to control/coordination information

flow through the network. In the next section conditioning information flow is

examined and a network structure synthesized. Before turning to that develop-

ment though it should be emphasized that the above discussion of the discret e

control network is all based on a specIfic representation, a specific model .

This model defines one organizational scheme which in some sense explains

the information flow in the AAA system at a level of abstraction useful for

discrete control analysis and explanation. It must be rem embered however that

it is only a model and as with any model statements should not be taken too

literally.
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E . The Decision ConditIoning Network

Th e network described in the previous section was constructed from

an analys is of the system which identified the major system components ,
I .

decision types and the relationships between the two. That developm ent did not

. - attempt to explain how the decision controlled system s operate . In this section

the task is to construct an info rmat i on network which to som e degree explains

the specific behaviors of these decision controlled systems.

The discussion which follows is analytic in the sense that It is based on

a fairly detailed analysis of the st ructure and function of the AAA system. The

network which results is therefore a statement about what Information an operator

might be expected to use in making discret e control decisions. As will be

seen in the results section, the subject team s did not in fact exercise all of

the flexibility possible and in some sense reduced the complexity of their task.

Rather than present a diagramatic representation of the network which ,

because of the number of arcs, is quite complex and d ifficult to read , the

decision conditioning network is defined In Table 4. 5. This table lists the

source systems which provide inputs to the decision controlled systems. Each

table ently corresponds to one arc In the network.

The overall discrete control network is a conjunction of the control !

coordination network and the decision conditioning network. The discrete
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Table 4. 5

Decision Conditioning Network

Receiving System Source Systems

Tactics Mission Status
Target Position
Disturbance System
System Perform ance
Gun Directing System

Engagement Status Tactics
Ta rget Position
Disturbance System
System Performance
Track Performance

A ngle Track System Target Position
Disturbance System
Engagem ent Status
Tracking Performance

Fire Control Network Engagement Status

Gun Servo Enabling Net Engagem ent Status
Gun Directing System
Target Position
Disturbance System

Radar Antenn a Drive Engagement Status
Target Position
Disturbance System

Sight System Engagem ent Status

Gun Configuration Mission Status
Target Position
Disturbance System
Arr munt t i on Balance
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Table 4. 5 (cont. )

Receiving System Source Systems
a.

Sight Selected Gun Directing Sv st & ~m
Engagement Status
Ta rget Position
Distu rbance Svst&’m

Range Control Target Position
Disturbance Svst rn
Track Per forrnazwe
Engagement Status

Fi ring System Mission Status
Target Pos ition
Disturbance System

An gle Track Controls Engagement Status
Track Perfo rmance

1.

I
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control model then consists of the moues which are finit e state systems, and

the arcs of the network which define what information is input to each finite

stat e system . T!~e systems a re non-d eterministic automata and those which
are uccis ion controlled ar’, represent ed as stochastic autom at a.

1 he control ,”coordj n~tt Ion network is essentially fixed by the way in which
the va rious systems which form its nodes were defined. The decision con-
ditioning network on the other h and is not fix ed and must be developed fron~
analysis of the man-in-the loop simulation data. In the next chapter , the results
of the data analysis are presented and several conclusion s about the model and

~he simulation are drawn.
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